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Abstract - This paper presents a workflow that integrates point 
cloud data and pulsed eddy current measurements for 
developing 3D digital models that accurately represent the 
actual condition of existing steel structures, including areas 
affected by corrosion and subsequent retrofitting. The proposed 
workflow combines external geometric information obtained 
through terrestrial 3D laser scanning with internal material and 
thickness information derived from pulsed eddy current testing, 
thereby enabling both surface and subsurface conditions to be 
incorporated into a unified digital modelling framework. To 
evaluate its feasibility, a case study was conducted on a steel 
tubular column located in a coastal environment that had 
experienced corrosion and multiple reinforcement 
interventions. The workflow was applied to construct a finite 
element model capable of reproducing complex geometries and 
variable plate thicknesses caused by damage and repair, 
demonstrating the applicability of the proposed modelling 
process to deteriorated steel members. 
In addition, laboratory experiments were performed to examine 
the applicability of pulsed eddy current testing for estimating 
the thickness of overlapping steel plates, which cannot be 
captured by laser scanning alone. The results confirmed that the 
eddy current technique can provide internal information 
necessary for complementing point cloud–based surface models, 
thus improving the completeness of digital representations. 
Overall, this integrated workflow has the potential to enhance 
the accuracy and efficiency of structural modelling and 
assessment. By linking external and internal inspection data 
within a single digital framework, the proposed method 
supports data-driven decision-making for the maintenance and 
life-cycle management of ageing steel infrastructure. 
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1. Introduction 
Infrastructures that exceed their 50-year service 

life are expected to rapidly increase in number over the 
next five to ten years in Japan. Although 50 years is 
generally considered as the standard service life of such 
structures, infrastructures are now required to have a 
longer service life, and this can be extended using 
appropriate maintenance and management. However, 
current maintenance practices rely heavily on visual 
inspections, which require a large workforce. Also, due 
to the ageing population in Japan, securing sufficient 
personnel is becoming increasingly more difficult.  

Moreover, in recent years, 3D data has proven to 
enhance and improve the efficiency of construction and 
infrastructure maintenance [1]. As a result, the use of 3D 
data is expected to become more critical, as well as the 
development of practical implementation methods. 
There are two main approaches for obtaining 3D data: 
constructing models based on design drawings and 
utilising point cloud data from laser scanning [2]-[4] or 
photogrammetry [5] [6]. The former approach can be 
problematic for older structures, as drawings may either 
be unavailable or fail to accurately reflect more recent 
structural changes due to corrosion damage or 
reinforcement. Although photogrammetry more 
accurately reflects current conditions, the volume of data 
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and manual processing required proves challenging, 
particularly for large-scale structures. 

In this study, a method to construct 3D models 
using point cloud data was investigated to more 
accurately represent the actual conditions of a given 
structure. Laser scanning was employed to capture point 
cloud data as it can perform efficient data acquisition in 
a short time. A high-precision 3D model was then 
constructed to reflect any changes in cross-section due 
to reinforcement or corrosion damage. The case study 
which followed focused on an existing steel tubular 
column located in a coastal area, tried using a 3D solid 
model to accurately incorporate and capture any surface 
irregularities due to corrosion or reinforcement plates. 
However, as the steel tubular column comprises a closed 
cross-section, it was not feasible to capture internal data. 
Therefore, a method was proposed to estimate and 
model the internal surface condition based on externally 
acquired point cloud data, and its effectiveness was 
examined. Furthermore, to evaluate the remaining 
thickness of corroded and any overlapping steel plates in 
reinforced areas, a non-destructive method employing 
pulsed eddy current testing was also investigated. 

 This study focuses on modelling corroded and 
reinforced steel structures that include complex surface 
irregularities and hidden multi-layered regions with 
unknown internal thickness. To complement point 
cloud–based external modelling, pulsed eddy current 
testing is introduced to evaluate the feasibility of 
estimating internal plate thickness, aiming to achieve a 
more complete digital representation of deteriorated 
steel members. 

 
2. Development of a 3D Modelling Method Based 
on Point Cloud Data 

This chapter outlines the development of a method 
to convert laser-scanned point cloud data into a 3D 
model suitable for finite element analysis (FEA).  

 
2. 1. Point Cloud Data Acquisition 

Point cloud data was acquired using the BLK360 
G1 scanner manufactured by Leica Geosystems, which 
was selected as it is lightweight, highly portable and 
offers a distance measurement accuracy of 4 mm at 10 m 
and 7 mm at 20 m. In this study, all scanning positions 
were located within 10 m of the target structure. Point 
clouds obtained from multiple positions around the 
target were merged for use. Irrelevant background 
elements, such as surrounding objects or people, were 
removed using CloudCompare v.2.13.1 software. 

2. 1. 1. Target Structure 
The target structure for this study was a steel 

tubular column that forms part of a pier managed by a 
marine research facility located on the Pacific coast of 
Japan, as shown in Figure 1. The selected column was 
reinforced in June 2024 after suffering significant 
corrosion. As shown in Figure 1, the structure features a 
complex shape and comprises both corroded areas and 
externally welded steel plates, making it increasingly 
difficult to apply conventional 3D modelling techniques. 
This study aimed to accurately model this complex 
structure and examine the effects of its reinforcement 
through analysis. Figure 2 shows a cross-sectional view 
of the reinforced section, where the external surface has 
been defined in this research as the exterior part of the 
structure accessible to the scanner. In contrast, the 

 

 

Figure 1. Image of target structure. 
 

 
Figure 2. Cross-sectional view of the reinforced part. 
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internal surface refers to the part that cannot be seen or 
accessed from the outside, as shown in Figure 2. 

 
2. 1. 2. Point Cloud Acquisition for the Target 
Structure 

The scanner locations where point cloud data was 
acquired are indicated by the red circles in Figure 3. The 
software used for data registration was Leica 
Register360-BLK-2023.0.3.r25010. Since the maximum 
misalignment between datasets was found to be 
approximately 4 mm and within the specified 
measurement accuracy, it was confirmed that this 
equipment could provide sufficiently accurate point 
cloud data. To construct a 3D digital model from point 
cloud data, down-sampling must be carried out to ensure 
only the specific nodes necessary for analysis are 
extracted from the vast dataset. For this down-sampling 
process, it is essential that the axis of the steel tubular 
column is accurately identified so that the point cloud 
can be sliced perpendicular to its longitudinal direction. 
In this study, the central axis was estimated using the 
least squares method and considering the distance 
between the centre point and the surrounding point 
cloud. The axis inclination was iteratively corrected 
through repeated calculations. Figure 4 presents the 
distance distribution from the central axis before and 
after inclination correction, along with the results of 
colour-coding the point cloud according to distance. The 
point cloud groups are shown in black near the mode, in 
red for points closer to the centre, and in blue for those 
farther away. As shown in Figure 4(a), three peaks can 
be observed in the distribution; however, the central 
peak appears distorted without a clearly defined 
maximum, and the steel tubular column is confirmed to 
be inclined toward the left-hand side of the Figure. In 
contrast, in the corrected distribution shown in Figure 
4(b), each of the three peaks is clearly distinguished, 
demonstrating that the inclination was appropriately 
corrected. Since the target steel tubular column has a 
nearly circular cross-section, it is considered that the 
measurement error of the 3D scanner directly affected 
the distance distribution. Based on these results, the 
median value was adopted as the representative 
distance in the subsequent point cloud processing. 

 
2. 2. Proposed 3D Modelling Method 

This section presents a method to construct a 3D 
model using the inclination-corrected point cloud data. 
As the target structure is an existing steel tubular 
column, it was difficult to obtain internal data via laser 

scanning. Therefore, a method to estimate the internal 
surface based on design drawings was proposed. 
Namely, the distance between the estimated internal 
surface and the external surface derived from the point 
cloud data was calculated and used to develop a 
modelling approach that considers the plate thickness at 
each location. 

 

 

Figure 3. Merged point cloud of the target structure with 
scanner locations. 

 

 
 

Figure 4(a): Original data. 

 
Figure 4(b): Data after inclination correction. 

Figure 4. Distance Distribution and Colour-Coded Point 

Cloud before and after Inclination Correction. 
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2. 2. 1. Node Selection Method 
Given that the number of data points acquired by 

the point cloud exceeds 1.2 million even within the area 
of interest, it was not appropriate to use all points as 
nodes in the finite element model. Therefore, a uniform 
spatial grid was applied, and the centroid of all points 
within each grid was adopted as a node. The point cloud 
data was then segmented by height and the centroid of 
each cross-section was determined. Using these 
centroids as a reference, the point cloud data was further 
segmented by angle, and the median distance from the 
centroid within each angular segment was selected as 
the representative point (Figure 5). Since the density of 
point clouds varies depending on scanning conditions, 
the centroid of each cross-section was calculated using 
the average of the maximum and minimum values for 
both the x and y coordinates to minimise the influence of 
uneven density. The representative points obtained for 
each height and angle were adopted as nodes on the 
external surface. 

 
2. 2. 2. Estimation Method for the Internal Surface 

As direct observation of the internal surface was 
not feasible, internal dimensions could have been based 
on design drawings. However, design drawings do not 
reflect any deformation due to construction conditions 
and ageing, and since this study aims to construct a 
model that accurately reflects the actual condition of a 
structure, an estimation method using elliptical 
approximation was proposed. More specifically, an 
ellipse was fitted to the extracted external surface points 
using a high-precision algorithm known as the 
Fitzgibbon method [7][8]. The internal perimeter was 
first determined from the design drawings, and then a 
scaled ellipse, maintaining the same shape (i.e., aspect 
ratio and inclination) as the fitted external ellipse, was 
used to define the internal surface (Figure 6). 

2. 2. 3. Construction of Hexahedral Elements 
To reflect surface irregularities caused by 

reinforcement or corrosion damage, a solid model was 
generated using hexahedral elements for the external 

 

 
Figure 6. Internal surface estimation. 

 

 
Figure 7. Constructed quadrilateral elements between 

external and internal surface nodes. 
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and internal surface points. As shown in Figure 7, the 
external and internal points were connected and divided 
by height to form quadrilateral elements for each cross-
section. However, when the thickness varies greatly 
between reinforced and unreinforced sections, as is the 
case for the target column, using a uniform number of 
divisions for both the radial and angular directions can 
result in extremely thin or elongated elements, 
significantly reducing analysis accuracy. Therefore, 
intermediate nodes were introduced based on the plate 
thickness (i.e., the distance between corresponding 
external and internal points) to both improve element 
shape and analysis accuracy. Finally, the quadrilateral 
elements used in each cross-section were vertically 
connected to construct a complete set of hexahedral 
elements. 

 

3. Application of the Proposed 3D Modelling 
Method 

The results of a trial FEA conducted on the target 
steel tubular column are presented in this chapter. The 
FEA model was constructed using the proposed 3D 
modelling method based on point cloud data, where 
analysis was carried out using Abaqus 6.14 finite 
element software. 

 
3. 1. Results of 3D Modelling 

The target steel tubular column for this study, was 
modelled using the proposed 3D method. Modelling 
parameters included 100 divisions in the cross-sectional 
direction, 180 points per section (angular divisions) and 
a plate thickness ratio of 1:3:10.  Plate thickness ratio 
serves as a scaling factor to determine the number of 
intermediate nodes that need to be inserted between 
internal and external surface points when there is a 
significant difference in distance. In regions where 
abrupt changes in the cross-sectional geometry exist, a 
threshold was set as the distance between internal and 
external points to ensure element quality. Based on this 
threshold and the plate thickness ratio, intermediate 
nodes were appropriately distributed to maintain stable 
element shapes. 

The constructed 3D model is shown in Figure 8, 
where irregularities in the reinforced areas are 
accurately reproduced, and the transition zones between 
reinforced and unreinforced regions are modelled stably 
without distortion of elements. For the target steel 
column, intermediate nodes were not added to 
unreinforced areas, two intermediate nodes were 
inserted in previously reinforced sections, and nine 

nodes were used in the lower area reinforced with 
concrete. Steel and mortar are indicated by green and 
grey, respectively, with the mortar shown to fully fill the 
lower section of the column. 

 
3. 2. Trial Structural Analysis Using the Constructed 
3D Model 

This section outlines the trial analysis conducted 
using the 3D model shown in Figure 8. Material 
properties and boundary conditions were set to reflect 
steel and mortar properties, namely a Young's modulus 
and Poisson's ratio of 210,000 MPa and 0.3 for steel and 
23,500 MPa and 0.2 for mortar. Considering the weight 
of an average passenger car and a wind load 
corresponding to a wind speed of 40 m/s blowing 
against the side of the pier, a horizontal load of 4,900 N 
(approx. 500 kgf) and a vertical load of -9,800 N (approx. 
1,000 kgf) were applied to the top of the steel tubular 
column. Boundary conditions at the bottom of the 
column were defined as fully fixed and dead loads were 
not considered in this analysis. 

To examine the effectiveness of the reinforcement, 
two cases were compared; one with reinforcement and 
one without reinforcement. In the non-reinforced case, 
the material properties of the mortar and the external 
steel plate were set to extremely low values to simulate 
the absence of reinforcement. The von Mises stress and 
displacement distribution for the reinforced case and 

 

 

Figure 8. Obtained 3D model. 
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non-reinforced case are shown in Figure 9 and Figure 10, 
respectively. The results show that for the reinforced 
model, stress and deformation trends due to applied 
loads are reasonable and within acceptable limits. 
Moreover, the stress distributions for the two models 
remain comparable whereas the displacement values for 
the non-reinforced case are significantly higher. These 
results suggest that the proposed 3D digital modelling 
method enables simplified and appropriate modelling. 
They also indicate there is potential to perform a 
simplified assessment of structural capacity 
improvements through reinforcement of the target steel 
columns. It is noted that this trial analysis was 
performed under simplified assumptions, such as 
uniform loading and the omission of dead loads. While 
these settings were sufficient to demonstrate the 
feasibility of the proposed modelling approach, they may 
limit the generalization of the numerical results. Further 
studies with more realistic loading conditions and 
boundary constraints will be necessary to verify the 
applicability of the model under practical scenarios and 
to better evaluate its potential for structural 
performance assessment. 

 
4. Investigation on Thickness Measurements for 
Multi-layered Steel Plates using Pulsed Eddy 
Current 

This section presents an experimental 
investigation into the use of pulsed eddy current (PEC) 
testing, further developing the aforementioned 3D 
digital modelling method and enabling the thickness of 
multi-layered steel plates to be measured. The study 
focuses on structural areas that are difficult to access, 
such as internal regions of tubular steel columns or areas 
only accessible from one side. The target steel tubular 
column structure was reinforced by wrapping an 
additional steel plate around the original section. It has 
been demonstrated that by using parameters such as the 
peak value of detected voltage and the decay time of this 
signal, pulsed eddy current testing can prove a viable 
method for measuring plate thickness [9]-[12]. However, 
previous studies have only focused on detecting the 
thickness of single-layer plates, even when corrosion 
layers or coatings were present. In contrast, this study 
aims to explore whether it is feasible to measure the 
thickness of steel plates in overlapping regions, 
particularly where the internal plate is not in direct 
contact with the PEC probe.  Thickness measurements 
taken from backside steel plates, behind other layers or 

 

 
Figure 9. FEA results for the reinforced case. 

 

 
Figure 10. FEA results for the non-reinforced case. 
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in areas where access is only possible from one side, will 
be used to assess the proposed method. 

 
4. 1. Overview of the Experiment 

This experiment was designed to simulate the 
conditions of a target steel tubular column by 
overlapping two steel plates. The upper plate, i.e., the 
side in contact with the eddy current probe, was fixed at 
a thickness of 9 mm, while the lower plate thickness 
varied in 1 mm increments from 10 mm to 14 mm. The 
plates measured 200 mm on each side and were made of 
SS400 steel. The eddy current probe consisted of a 
detection coil approximately 45 mm in diameter and 
placed inside an excitation coil of approximately 80 mm 
in diameter. At the centre of the detection coil was a 
ferrite core with a diameter of 30 mm. The excitation coil 
had approximately 5,000 turns of 0.4 mm wire, while the 
detection coil had around 4,000 turns of 0.3 mm wire. 
Plastic spacers were introduced to simulate conditions 
such as corrosion or mortar infill between plates, 
creating gaps of approximately 0 mm, 0.1 mm, 9 mm, and 
90 mm. Figure 11 shows this experimental setup. The 
excitation signal was generated as a pulse wave using a 
function generator, amplified and then applied to the 
probe. Detection signals from the probe were recorded 
using a data logger. The pulse wave had a period of 1 
second, with a rise time of 0.005 seconds. Data 
acquisition was performed using a sampling rate of 50 
kHz for 10–12 seconds, which corresponds to 10 pulse 
cycles. Figure 12 presents the excitation and detection 
voltages for the case of a 12 mm lower plate with 0 mm 
gap. 

 
4. 2. Noise Reduction Method for Obtained Pulse 
Waves Based on Cross-Correlation and Waveform 
Alignment 

The pulse waveforms obtained in this experiment 
contained a considerable amount of noise, which needed 
to be reduced to enable reliable comparison among 
different experimental cases. The overall procedure is 
illustrated in Figure 13. In each case, 9 to 11 pulse waves 
were acquired. To suppress noise, these individual pulse 
waves were averaged after alignment. A key issue 
encountered was that the number of data points per 
pulse was limited, resulting in sub-sampling time shifts 
smaller than the sampling interval (20 μs) when the 
waveforms were superimposed. To address this 
problem, the proposed noise reduction method 
incorporates up-sampling and cross-correlation to 
minimize temporal misalignment.  

The proposed method consists of four steps. First, a 
threshold is set to detect the pulse rising time. Second, 
linear interpolation is applied to perform up-sampling. 
Third, the time shift of each pulse waveform is estimated 
and corrected using cross-correlation with a reference 
waveform. Finally, all aligned pulse waveforms are 
summed and averaged to reduce random noise. In Figure 
13, 𝑉out(𝑡)  denotes the overall obtained waveform, 

 

 

Figure 11. Experimental setup. 
 

 
Figure 12. Example input and output signal for the 12 mm 
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𝑉out,N(𝑡) represents the segmented waveform for each 
pulse, and 𝑡lag indicates the estimated time shift. 

In this study, the threshold for detecting the rising 
edge was set at −5 V, and the alignment reference was 
defined as 4 ms (200 samples) prior to the threshold 
crossing point (Figure 14). Subsequently, linear 
interpolation was applied to achieve an effective 
sampling frequency approximately 10 times higher. Each 
pulse was then aligned with the reference pulse at the 
time corresponding to the maximum peak of the cross-
correlation function. Finally, 9 to 11 aligned pulse 
waveforms were averaged, thereby reducing random 
noise components that did not originate from the input. 
The subsequent analysis presented in this paper is based 

on waveforms processed using this noise reduction 
method. 

 
4. 3. Experimental Results 

The focus of this study was the detection voltage 
immediately following the termination of a pulsed signal 
(highlighted region in Figure 12). Each waveform was 
divided by pulse cycle and aligned using up-sampling 
and cross-correlation. The average values of 9 to 11 
waves were then used for analysis. Figure 15 shows the 
detection voltage waveforms when there was no gap 
between the plates. As the upper plate thickness was 
fixed at 9 mm, the colour variations reflect the 
differences in lower plate thickness. Since the 
waveforms align well, disturbances in the voltage signal 
can be clearly seen around -26 V and above -15 V. While 
previous studies have reported differences in peak 
voltage values, no such difference was observed in this 
experiment. Since these disturbances were absent 
during the single-plate tests, it can be assumed that these 
anomalies were due to the overlapping plate 
configuration. 

Assuming the upper plate thickness is known, as in 
this experiment, the point at which disturbance in the 
detection voltage is most pronounced and least affected 
by noise (at -8 V) is chosen as a threshold. The elapsed 
time before reaching this threshold voltage is then used 
as an indicator. Figure 16 illustrates the relationship 
between elapsed time and lower plate thickness. The 
different shapes used for the data points indicate the 
presence or absence of a gap between plates and the size 
of the gap. The results show that an increased thickness 
correlates with a longer decay time, and that the 
presence of a gap reduces decay duration. The results for 
the 14 mm lower plate were nearly identical to those for 
the 13 mm plate. This result can be explained by 
empirical understanding that PEC signal penetration 
depth is approximately equal to the probe diameter [9], 
where the input signal strength was also likely 

 

 

 
 

 

Figure 13. Flow Diagram of the Proposed Noise 
Reduction Method. 
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insufficient. Potential improvements include increasing 
the pulse duration, enhancing the input signal strength, 
or employing a larger probe. Nevertheless, the overall 
relationship between plate thickness and decay time 
could be clearly observed. 

These results indicate that, assuming the upper plate 
thickness is known, the lower plate thickness, and even 
gaps due to corrosion or other damage, can potentially 
be estimated using the relationship shown in Figure 16. 
Moreover, by combining the point cloud-based 3D 
modelling method proposed in this study with the PEC-
based thickness estimation technique for overlapping 
plates, it has proven possible to construct 3D models that 
can more accurately reflect actual structural conditions. 
With further refinement, this approach could facilitate 
not only the detection of surface-level corrosion damage 
but also enable measurement estimations of internal 

plate thickness and interlayer corrosion before 
reinforcement. 

 
5. Conclusions 

In this study, a method to efficiently construct 3D 
models that accurately reflect the actual condition of 
structures using point cloud data has been investigated. 
The main conclusions of this study are as follows: 

1) The proposed 3D modelling method, using point 
cloud data obtained via laser scanning, enabled 
hexahedral solid elements to be generated using one-to-
one correspondence between the external and internal 
surfaces modelled using elliptical fitting.  

2) The results from applying the proposed method 
to an existing steel tubular column confirm that a 3D 
model can be constructed to accurately reflect actual 
conditions, including reinforcement and corrosion. 
Furthermore, since the model was constructed using a 
finite element analysis program, the effectiveness of any 
reinforcement could also be evaluated. 

3) Since internal conditions must be estimated for 
the proposed modelling method, a plate thickness 
detection method using pulsed eddy current testing was 
further proposed. Experimental results confirm that the 
thickness of the lower (i.e., internal) plate in an 
overlapping configuration can successfully be estimated. 
The integration of this thickness detection method with 
the 3D modelling approach has demonstrated the 
potential of constructing 3D models that can more 
accurately represent actual structural conditions. 

While the proposed 3D modelling method based 
on point cloud data still requires fine-tuning of certain 
parameters, such as plate thickness ratio and threshold 
settings, reducing manual input remains critical to 
ensure modelling efficiency. Accordingly, further 
optimisation and process automation should be pursued. 
Additionally, regarding the thickness detection method, 
developing a technique capable of simultaneously 
estimating the upper and lower plate thicknesses as well 
as any gaps in between remains a challenge. Moreover, 
the finite element analysis presented in this study was 
conducted under simplified assumptions, and future 
work will involve incorporating more realistic loading 
conditions and boundary constraints to further verify 
the applicability of the proposed model. Integration with 
the 3D modelling method also remains a topic for future 
research. 

From a practical perspective, the workflow 
proposed in this study is expected to serve as a digital 
foundation for inspection and maintenance activities. By 

 

 

Figure 15. Output voltage vs. time after pulse signal 
termination. 

 

 
Figure 16. Elapsed time vs lower plate thickness. 
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providing three-dimensional data that represent both 
the visible and hidden conditions of steel members, the 
proposed method supports a more objective evaluation 
of corrosion progression, reinforcement effectiveness, 
and structural integrity. In the context of Japan’s ageing 
infrastructure, such integrated 3D models have the 
potential to facilitate data-driven maintenance planning, 
rational decision-making, and long-term digital 
archiving for infrastructure asset management. 
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